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Enable source-level security reasoning

F*\text{HACL*; … CCS’17}

Asm

\begin{align*}
\text{ChaCha20} & \quad \text{Poly1305} & \quad \ldots \\
\text{[ChaCha20]} & \quad \text{[Poly1305]} & \quad \text{[…]} 
\end{align*}
What does it mean for a compiler to be secure?
What does it mean for a compiler to be secure?

Known for type systems, CC but not for SC
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Abstract

Communication in distributed systems often relies on useful abstractions such as channels, remote procedure calls, and remote method invocations. The implementations of these abstractions sometimes provide security properties, in particular through encryption. In this spaces are on the same machine, and that a centralized operating system provides security for them. In reality, these address spaces could be spread across a network, and security could depend on several local operating systems and on cryptographic protocols across machines.

For example, when an application requires secure

Theorem 1 The compositional translation is fully-abstract, up to observational equivalence: for all join-calculus processes $P$ and $Q$,

$$ P \approx Q \text{ if and only if } \Env[[P]] \approx \Env[[Q]] $$

From the join-calculus to the sjoin-calculus
they needed a definition that their implementation of secure channels via cryptography was secure
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Fully Abstract Compilation: Definition

\[ P_1 \sim_{ctx} P_2 \]

\[ \forall A. A \llbracket [P_1] \rrbracket \downarrow \iff A \llbracket [P_2] \rrbracket \downarrow \]
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preserve classes of security
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Each point has two equivalent criteria:

• Property – ful:
  + clearly tells what class it preserves
  - harder to prove

• Property – free:
  + easier to prove
  - unclear what security classes are preserved
  = akin to some crypto statements (UC)
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\[ \text{[\cdot]} : \text{RSC} \overset{\text{def}}{=} \forall P, A, m. \]
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\[ \text{then } \exists A, m. A[P] \sim m \text{ and } m \sim m \]
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- extends the semantics (\(\sim\)) to focus on security
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Questions?